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Abstract
Runtime compilation of runtime-constructed code is becoming standard practice in libraries, DSLs, and database management systems. Since compilation is expensive, systems that are sensitive to compile times such as relational database query compilers compile only hot code and interpret the rest with a much slower interpreter.

We present a code generation technique that lowers an AST to binary code by stitching together code from a large library of binary AST node implementations. We call the implementations stencils because they have holes where values must be inserted during code generation. We show how to construct such a stencil library and describe the copy-and-patch technique that generates optimized binary code.

The result is a code generator with negligible cost: it produces code from an AST in less time than it takes to construct the AST. Compared to LLVM, compilation is two orders of magnitude faster than \(-O0\) and three orders of magnitude faster than higher optimization levels. The generated code runs an order of magnitude faster than interpretation and runs even faster than LLVM \(-O0\). Thus, copy-and-patch can effectively replace both interpreters and LLVM \(-O0\), making code generation more effective in compile-time sensitive applications.

1 Introduction
Modern applications such as machine learning, image processing, and data processing require vast amounts of expensive computation. The cost is reflected in the operating budgets of data centers, the battery lifetime of mobile phones, and the response time of interactive database applications. But two trends have made it harder to write efficient software libraries. Many libraries are becoming small languages whose programs are often not known until runtime [16, 26] and hardware is becoming more diverse [17, 47]. These trends increase the need for runtime systems that customize computation to their environment. Thus, it is desirable to use metaprogramming techniques to optimize the performance of libraries and systems.

The development of the LLVM compiler library [22] made it practical to write portable libraries and systems that generate code at runtime. As a consequence, we have seen libraries and systems that use LLVM to compile database queries [31], numerical analyzers [41], and deep neural networks [5]. LLVM provides a complete compiler infrastructure with many optimizations, such as register allocation, instruction selection, and many IR rewrite passes. The optimizations are grouped into optimization levels, \(-O0\), \(-O1\), \(-O2\), and \(-O3\), that provide progressively better performance at progressively higher compilation cost.

Thus, there is a trade-off between preprocessing time and execution time: the more you prepare the faster you go. The trade-off lies in the choice among LLVM optimization levels and an interpreter. The Pareto frontiers of these options for three microbenchmarks are shown as dashed lines in Figure 1. Each point in the figure plots log-scaled execution time on the x-axis against log-scaled startup time on the y-axis. The lines represent benchmarks, and each point along the line represents a different optimization level, in descending order from left to right, followed by an AST interpreter and the Peloton interpreter [21, 37]. The library or system developers choose among these points, or develops a hybrid approach, depending on their expectation for the compilation and running times of their code.

Figure 1. Normalized startup and execution times of several alternatives over three microbenchmarks. The Pareto frontiers show that copy-and-patch replaces \(-O0\). It also replaces interpreters since startup time is negligible for both.

The cost of LLVM compilation is an obstacle when execution times do not reliably dominate compilation times. An example is database query processing. In the last decade, in-memory database management systems have optimized CPU-bound workloads by using LLVM to generate code. Examples including Hyper [31], Peloton [30], PostgreSQL [40], and MemSQL [27]. But LLVM compilation is expensive compared to the execution time of many queries. PostgreSQL therefore estimates query cost and interprets queries if costs are low.
For more expensive queries, it uses LLVM -O0. LLVM optimization is only enabled when query cost is very high [39]. MemSQL uses an interpreter for the first execution of a query, while it compiles in the background in case it is needed again [28]. It is in general not possible to predict whether a query will be used once or many times, since queries are often generated by applications or provided by users. The compilation may therefore be wasted. To mitigate these complications and provide better response time for one-off queries, we want a technique that offers the execution performance of LLVM at the startup cost of an interpreter.

Our solution is the copy-and-patch technique. Copy-and-Patch produces binary implementations from abstract syntax trees (AST) by copying stencils—binary fragments with missing values—into contiguous memory, followed by a pass to patch missing values into the binary code. The stencils come from a pre-built stencil library, and the AST may express imperative languages, functional languages, and domain-specific languages. We find copy-and-patch in Figure 1 as a black point. It dominates LLVM -O0 on the Pareto frontier, decreasing compilation cost by two orders of magnitude. Furthermore, its compilation overhead is low enough to be negligible, effectively replacing interpretation for all but the smallest functions. The negligible compilation cost comes from the stencil library that lets us push costly compilation work—optimization, register allocation, and instruction selection—to library installation time. Our contributions are:

1. We introduce copy-and-patch, an algorithm with negligible running time that lowers high-level languages to binary code that outperforms LLVM -O0.
2. We describe the copy-and-patch compiler for a C-like language, and the MetaVar language for describing and compiling stencil generators. The implementation is in Appendix A of the supplemental material.
3. We show how to leverage Clang+LLVM to generate the library of binary stencils.

We evaluate these contributions on microbenchmarks and TPC-H database queries [46]. Our results show that copy-and-patch-generated code outperforms interpreters by an order of magnitude, consistently outperforms LLVM -O0 with an average 15% speedup, and on average reaches 74% of the performance of LLVM -O3. Meanwhile, compile times are negligible at less than the cost of creating the AST, two orders of magnitudes faster than LLVM -O0, and three orders of magnitudes faster than LLVM -O1 or higher. The execution performance is less than LLVM -O3 because each stencil is independently optimized at build time, blocking global optimization. It is an order of magnitude faster than interpreters, and faster than LLVM -O8, because it makes indirect jumps, branches, and calls direct, removes unnecessary jumps, writes literals into instructions, does register allocation across AST nodes, and uses super-node stencils that implement multiple AST nodes.

2 Overview
Since the copy-and-patch algorithm combines negligible code generation overhead with efficient generated code, we believe that it can replace interpreters in metaprogramming systems. Figure 2 shows the role of copy-and-patch in a metaprogramming system that generates code based on runtime values, such as database queries and domain-specific languages like tensor expressions. The user of this metaprogramming system can either use copy-and-patch or compile with LLVM -O1 or higher at a much higher startup cost.

We have developed a system that implements the copy-and-patch code generation technique. Its input is a set of AST node types together with a stencil generator for every type of AST node. Each stencil generator generates many stencil variants for its AST node type (about 4000 on average). A stencil is a binary implementation of a node or several nodes, specialized with types, storage location of operands (registers or stack), and a specific shape. We provide a standard library of AST node types that implement a simple imperative language with some object-orientation. It supports all C language constructs, local C++ objects, the ability to call external C++ functions, and C++ exceptions. Furthermore, users can expand the library with their own AST nodes, which is useful when a construct can not be implemented in the language and an external function call is too slow. For example, we provide an addition expression with C overflow semantics. But a user implementing a database query compiler might need an addition expression with SQL overflow semantics, implemented with low-level compiler intrinsics. Although the techniques we describe stand on their own, we believe our implementation can be used directly by metaprogramming systems such as Julia [2], Halide [42], TACO [19], Hyper [31], Peloton [37], and Terra [7].

The copy-and-patch system consists of two components: the MetaVar compiler and the copy-and-patch code generator, and Figure 3 shows their relationship. The MetaVar compiler takes as input the AST stencil generators and produces a library of binary stencils at library installation time. The stencil library becomes an input to the copy-and-patch code.
Figure 3. The copy-and-patch system compiles an AST to binary code. It consists of the MetaVar compiler, which compiles stencil generators to binary stencils, and the Copy-and-Patch code generator, which generates a binary implementation of an AST by copying and patching stencils.

3 The Stencil Library

The stencil library contains binary implementations of AST node types that are stitched together at runtime by the copy-and-patch algorithm to generate code for an AST. We call the binary implementations of AST nodes stencils, because they have holes where copy-and-patch inserts missing values to specialize them for the specific runtime AST. The stencil library contains many stencil variants for each AST node type that are specialized for different operand types, value locations, and more. The variations allow copy-and-patch to optimize the generated code and do simple register allocation. Since the configuration options compose as a Cartesian product, the stencil library can grow large and our implementation contains 98,831 stencils (17.5 MB of binary code). It is therefore impractical to hand-write every stencil.

A binary stencil is a binary code function that implements an AST node type, where literals, jump addresses, and stack offsets are missing. During copy-and-patch code generation, as we describe in Section 4, the stencils are copied and the missing values inserted. For example, if an instruction uses a literal then the value is filled in, and if it has a branch instruction to the next operation the address is inserted.

The binary stencils use continuation-passing style (CPS) [43] to pass control to the next stencil. With continuation-passing, control is passed directly to the next operation instead of being returned to the parent operation. Figure 4 shows how the resulting continuation-passing control flow moves bottom-up through an expression. Since function calls to pass on control are tail calls, the Clang C++ compiler that the MetaVar system uses to pre-compile stencils lowers them to jump instructions. Combined with GHC calling convention [44], in which all registers are saved by the caller and all parameters are passed in registers, continuation-passing removes most of the calling overhead between stencils.

To sum up, the stencils come in many variants per AST node type, use continuation-passing style, and leave missing values to be filled in by the copy-and-patch algorithm. Figure 5 shows conceptual C++ code for four stencils, replacing the missing values with blue numbered boxes. We show the implementations of these boxes in Figure 8. The C++ stencils are compiled by MetaVar at installation time to produce binary stencils, as described in Section 5.2. Figures 5a–5c show three of the stencils that implement equality expressions. Figure 5a takes the expression’s operands as arguments, compares them, and passes control and context to the next stencil by calling a continuation function. The blue box is the missing address to the next stencil. Missing addresses, and other types of missing values, are filled in when copy-and-patch generates code for an expression at runtime. Since MetaVar compiles the stencils with the GHC calling convention, the binary code assumes arguments are in registers. Thus, this stencil compares two integers whose values are stored in registers. Figure 5b is an equality variant where the first operand has been spilled to the stack, while the second operand is a literal. It has three missing values: the stack offset, the literal value, and the continuation address. And Figure 5d shows the stencil for an if-then-else, taking the result of the test as an argument and calling one of two continuation functions.

The copy-and-patch algorithm composes stencils to implement an AST. It attempts to keep values in registers by selecting variants that work on arguments, like the one in Figure 5a. If a value is stored in a register and is needed by a later operation, then copy-and-patch chooses stencils variants that pass these values through, like the one in Figure 5c. The pass-through stencil, by inserting arguments passed through to the continuation, forces Clang to ensure registers
values at function entry are unchanged when the continuation call to the next code fragment is missing.

(b) Equality test of an integer value on the stack to a constant. The first value’s stack offset and the integer constant are missing.

(c) Equality test that passes through a value computed by a prior operation and stored in a register for use by a later operation.

(d) General if-then-else statement. The calls to the stencils of the then and else statements are missing.

Figure 5. The conceptual logic of four out of 98,831 stencils in the stencil library, generated by template instantiation.

The copying and patching binary code generation algorithm lowers an AST that describes a high-level language to binary code. It executes at runtime and produces code performing better than LLVM -O0 at negligible cost. In most cases, compilation time is less than the time to construct the AST. The algorithm performs two post-order traversals of the AST: one to plan register usage, and once to select stencil configurations for AST nodes and construct a compact continuation-passing style (CPS) call graph. Next, the algorithm traverses the call graph depth-first. At each node, it copies the binary code of the node’s stencil into the memory region immediately after the previously copied stencil. Finally, it patches the missing values into the stencil’s binary code, including literal values used in the AST, stack offsets for local variables and spilled temporaries, and branch, jump, or call addresses to other stencils.

An AST is lowered to binary code through a CPS call graph. Figure 7 shows the representations that the Fibonacci function goes through on its way from the AST shown as printed code in Figure 7a, through the CPS call graph in Figure 7b, to machine code shown in assembly form in Figure 7c. In each representation, the code that corresponds to each AST node is color-coded the same way, so that each node can be followed individually through the stages. We will use this example in our descriptions of each stage.

The copy-and-patch algorithm does light-weight register allocation to keep temporary values in registers to minimize

4 Copy-and-Patch Code Generation

The copy-and-patch binary code generation algorithm lowers an AST that describes a high-level language to binary code. It executes at runtime and produces code performing better than LLVM -O0 at negligible cost. In most cases, compilation time is less than the time to construct the AST. The algorithm performs two post-order traversals of the AST: one to plan register usage, and once to select stencil configurations for AST nodes and construct a compact continuation-passing style (CPS) call graph. Next, the algorithm traverses the call graph depth-first. At each node, it copies the binary code of the node’s stencil into the memory region immediately after the previously copied stencil. Finally, it patches the missing values into the stencil’s binary code, including literal values used in the AST, stack offsets for local variables and spilled temporaries, and branch, jump, or call addresses to other stencils.

An AST is lowered to binary code through a CPS call graph. Figure 7 shows the representations that the Fibonacci function goes through on its way from the AST shown as printed code in Figure 7a, through the CPS call graph in Figure 7b, to machine code shown in assembly form in Figure 7c. In each representation, the code that corresponds to each AST node is color-coded the same way, so that each node can be followed individually through the stages. We will use this example in our descriptions of each stage.

The copy-and-patch algorithm does light-weight register allocation to keep temporary values in registers to minimize

Figure 6. The data structure that stores binary stencils, and the method that materializes a stencil at a given address. The struct includes the binary code and the locations of missing values to patch in during copy-and-patch code generation.
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If\( (n \leq 2) \). Then(
  Return\( (1) \). Else(
  Return\( (\text{Call}<\text{FibFn}>("\text{fib}, n-1") + \text{Call}<\text{FibFn}>("\text{fib}, n-2")}) \)

(a) Fibonacci AST printed as text.

(b) CPS call graph between stencils. Solid arrows are tail calls compiled to jump instructions, while dotted lines require call instructions.

(c) Assembly code generated by copying the call graph node stencils and patching in missing values (light blue).

**Figure 7.** The Fibonacci function’s AST, its CPS call graph, and the assembly of the binary code generated by copying and patching each CPS call graph node. Each AST node or super-node identified by C&P has the same color in each representation.

The first lowering step converts the AST to a CPS call graph, by selecting stencils that implement the AST nodes and linking them in the order they will be executed. The CPS call graph is constructed in the second post-order traversal of the AST. For each node, the algorithm selects the most specific stencil configuration. It also does a simple tree pattern matching to find sub-trees that can be implemented with an efficient node or super-node stencil. Super-nodes allow Clang to optimize larger regions of code, e.g., leverage advanced assembly instructions supported by the target architecture. For example, we provide super-nodes for array accesses indexed by a constant or local variable, which can be turned into fewer instructions using advanced x86-64 addressing modes. The user can also extend this system to insert new super-nodes, such as fused multiply-add. When a stencil is selected for one or several nodes, the stencil’s configuration is added to the CPS call graph and a call edge is set to point to the next node in the post-order traversal. Figure 7b shows the call graph for Fibonacci. Most calls are tail calls (solid arrows), which the stencil compiler turns into jump instructions. Only two true calls are left: the two call expressions in the AST. Finally, note that the CPS construction algorithm chose specialized version for the Sub expression that operates on a variable and a constant, thus improving the quality of the resulting code.

The second lowering step converts the CPS call graph to binary code by copying the binary stencil code of each node to contiguous memory. The copy step traverses the CPS call graph in depth-first order starting at any node that has no predecessors. At each call graph node, it retrieves the stencil corresponding to the node’s configuration from the stencil library. It then copies the stencil’s binary code.
into the memory region following immediately the binary code of the stencil belonging to the preceding call node. The purpose of copying these into consecutive locations in depth-first order is to maximize the number of stencil binary codes that jump to a stencil binary code right after it. As these jumps are fruitless, the stencil copy simply elides them from the copy. Figure 7c shows the binary code in assembly form resulting from the Fibonacci function. Most jumps were successfully elided (e.g., line 82), while only two jumps could not be removed (line 2c and a6). If a stencil node has a fixed predecessor, and the predecessor is not a conditional branch, then our algorithm is guaranteed to elide the jump instruction. Therefore, all remaining jump instructions must correspond to some form of control-flow redirection statement (e.g., if-branches, loops, calls) in the input AST, and are thus necessary.

The final step patches missing values into the copied binary code. For each stencil, it iterates through missing values to insert literal values from the AST, stack offsets for variables and temporaries, and branch, jump, or call targets to other stencils (for jumps that were not elided). Figure 6 contains the stencil struct that stores information about missing values, and the logic to patch them. Figure 7c shows the filled in missing values in blue. For instance, the jump target on line a6 jumps to the Leq stencil on line 20, and the value 0x2 on line 20 is the literal 2 from the Leq AST node in Figure 7a.

The copy-and-patch technique also supports external function calls. External functions are important in database applications like the TPC-H queries in Section 6.3, where data is stored in C++ data structures that must be iterated and accessed from generated code. The external call node expects the callee to take a single void* parameter, pointing to an array with the actual parameters. Template metaprogramming techniques can be used to automatically wrap any C++ function into this form, including functions with non-primitive parameters passed by value, overloaded functions, and method calls. In fact, the metaprogramming system we built on top of copy-and-patch supports calling any C++ function in a type-safe manner. Code generated by copy-and-patch can also propagate C++ exceptions thrown by functions it calls. The wrapper function catches any thrown exception and stores it to a thread-local variable. The copy-and-patch external call node has a boolean return value that the wrapper functions use to signal whether an exception was thrown. The return value is checked by generated code, and if true, branches to code that calls destructors, propagates it through the generated function call stack, and returns it to the calling host code that must re-throw the exception.

Through these features, the copy-and-patch-generated code efficiently interoperates with the host language such as C++, allowing it to call host code and to manage the host code’s exceptions. The description of a complete metaprogramming system built upon the C&P technique is, however, outside the scope of this paper.

5 Stencil Library Construction

The MetaVar compiler constructs the stencil library from programmer-specified stencil generators. The programmer specifies one stencil generator for each AST node by writing C++ code that uses template meta-variables to express variants, and uses special macros to express missing values to be patched at runtime. The MetaVar compiler then iterates at compile-time over the values of the meta-variables and instantiates the template for every valid combination. The instantiated templates are compiled by the Clang C++ compiler to object code. The stencil library builder then parses the object code to retrieve the stencil configurations and binary stencils, which are used to build the stencil library that is linked to the copy-and-patch runtime.

5.1 Stencil Generators

Stencil generators are templated C++ functions whose template instantiations produce stencils. Their template parameters are called metavars, which are defined by a fixed set of values. For instance, the PrimitiveType metavar enumerates primitive types, while a boolean metavar enumerates false and true. The MetaVar compiler iterates through the values of the metavars, subject to user-defined filter template functions, to instantiate stencils at library installation time.

More precisely, let S₁, ..., Sₙ be the sets that enumerate the values of each metavar used in a stencil generator, where each Sᵢ is either a finite set of types or a finite set of values. Let L = S₁ × ⋯ × Sₙ be their Cartesian product. Given a template filter function, f : L → bool, and a template generator function g : L → stencil, the MetaVar system generates a list of pairs (lᵢ, g(lᵢ)), for all l ∈ L where f(lᵢ) is true. In other words, the MetaVar system generates a list of tuples that map valid metavar configurations to C++ stencils.

Metavars and filters work together to produce valid stencils. Within stencils, missing functions and values are defined by special macros such as DEF_CONTINUATION_0 and DEF_CONSTANT_1. We demonstrate these features by the simplified addition generator and filter functions in Figure 8. The generator g has three metavars: the operand type T, whether the result should be spilled, and the number of pass-through variables to be preserved in registers across this stencil. It produces only stencils whose operands a and b are stored in registers, while a more sophisticated generator would support these having been spilled by a previous operation. It would also handle the case where one side has a simple shape (e.g. literal, variable, or simple array indexing). The compile-time conditional inside g determines whether the generated stencil spills the result or keeps it in a register. If spill is false, then the generated stencil simply passes the result c to the continuation as an argument, which will be stored in a register in the GHC calling convention. But if spill is true, then the result c is instead stored to the stack.
Figure 8. A simplified addition stencil generator written with C++ template metaprogramming. The generator is processed by MetaVar to generate stencils for addition.

The missing values in a stencil are defined using special macros that also assign an ordinal to each missing value. For example, DEF_CONTINUATION_0 defines ordinal 0 to be a function of a specified type, and DEF_CONSTANT_1(int) defines ordinal 1 to be a constant of type int. At runtime, the stencil can be patched by specifying the desired value for each ordinal, as shown in Figure 6. Internally, a special macro expands to a piece of code that declares a local variable of the given function or constant type and assigns to it the address of a pre-defined extern variable. We forcefully cast extern variables to their assigned types, using reinterpret_cast for functions and a C union hack to bit-cast constants: see Appendix B in the supplemental material for the implementation. Since extern variables in C++ are by definition defined outside the current module, this forces Clang to emit information into the object code that identifies the locations of those missing values in the binary code. This information can be used to figure out how a stencil shall be patched, as elaborated in Section 5.2.

The macro-defined constants can be used just like normal constant variables, except that you cannot compare equality between two macro-defined constants, or between such a constant and 0. The reason for these limitations is that two different extern symbols are never equal, and that symbols are never null. Additionally, in x86-64 architecture, MetaVar must compile the stencils using the suitable code model [25]. Nevertheless, these limitations are easy to work around.

Finally, the pass-through arguments let the MetaVar system generate variants that avoid clobbering registers that the copy-and-patch algorithm uses for the results of other operations. For example, when computing term1 + term2, the result of the first term must be stored while computing the second term. In this case, the copy-and-patch algorithm would choose a stencil variant with one pass-through variable to protect the register that stores this result. The example in Figure 8 shows how pass-through template variables are used in a generator: they are passed from the arguments of the generator to its continuations. For ease of exposition, we only show one set of pass-through variables. In x86-64 integer and floating-point values are passed in separate sets of registers, so our implementation needs two sets of pass-through variables for integral and floating-point values respectively.

Any number of temporaries may need to be stored to compute an expression, but a given machine only has a limited number of registers. The filter function f, in addition to removing the void type that cannot be added, also bounds the number of pass-through variables for which stencils will be generated. As we have seen in Section 4, the copy-and-patch algorithm chooses stencils to store temporary values in registers to avoid as many spills as possible, and uses pass-through stencils for subsequent operations. If a temporary cannot be kept in register for its lifetime, C&P will instead select the stencil that spills it to the stack.

5.2 The MetaVar Compiler

MetaVar compiles stencil generators to the stencil library, which maps stencil configurations to stencils. As described in Section 3, a stencil configuration describes a stencil, including what node type it implements and whether it spills the result, while the stencil consists of binary code and the locations of missing values. Figure 9 shows the stages of the MetaVar system as arrows, with boxes showing inputs and outputs. MetaVar leverages both C++ template metaprogramming and the Clang+LLVM compiler infrastructure to generate the binary stencils, avoiding the need to implement an optimizing compiler. The result is a concise system that can generate code for any platform that LLVM supports.

The first stage of the MetaVar system, stencil generation, converts stencil generators to stencils. Stencil generation is a C++ template program (the runStencilGenerator function in Figure 8) that for each stencil generator iterates over the Cartesian combination of metavar values using template recursion. For each combination of metavar values, which we call a configuration, the stencil generation checks its validity by calling the stencil generator’s filter template function. It then stores all valid (configuration, function pointer) pairs into a list. As a side effect of taking the function pointer, all valid stencils are also instantiated by Clang and their implementations are compiled to object code.

The stencil extraction stage extracts configurations and corresponding stencils from the object code. The configurations are extracted by executing object code. As we saw
Figure 9. MetaVar compiles stencil generators to a stencil library that is linked to the copy-and-patch (C&P) implementation.

in Figure 8, a stencil generator contains a `generate()` function that returns a list of stencil configuration and function pointer pairs. Stencil extraction uses the LLVM JIT machinery to execute this function to retrieve the configuration. We then use an LLVM JIT API to get symbol names of the stencil functions from the function pointers in the list. The next step uses the LLVM object file parser to locate the functions based on the symbol names of the stencils we got in the previous step. It then extracts their binary code and the linker relocation records containing information about the extern symbols that were inserted by the placeholder macros, which is used to record the offsets to the missing values and how to patch them. Specifically, each missing value is a 32 or 64-bit scalar, and the patch shall be computed by initializing it with a fixed constant, optionally subtracting its memory address, and optionally adding the memory address of a symbol [25]. Although this computation rule is technically architecture-dependent, it applies to most major architectures including x86-64 [25], ARM [24], and SPARC [34]. The rule yields the 3 patch vectors and the patch algorithm in Figure 6 and, together with the binary code, give us a stencil.

The final stage constructs the stencil library from the configuration-stencil pairs. The library is a C++ file containing a static constant hash map that maps stencil configurations to the binary stencils in Figure 6. The library is linked together with the copy-and-patch implementation to form the copy-and-patch runtime.

6 Evaluation

We evaluate our central claim that copy-and-patch replaces both LLVM -O0 compilation and interpreters. It generates code that executes faster than -O0 compilation and an order of magnitude faster than interpretation, with negligible code generation overhead. Higher LLVM optimization levels are still desirable for long-running computations, but copy-and-patch narrows the range in which they are useful, as their compilation overhead is three orders of magnitude higher than copy-and-patch code generation. We also quantify the effect of the copy-and-patch optimizations, to shed light on where the performance of its generated code comes from.

6.1 Methodology

All experiments are run on a single-socket 4-core Intel i7-7700HQ CPU at 2.80GHz. We compiled the stencils and the copy-and-patch runtime using Clang++ 10 with the options -O3 -D NDEBUG. The MetaVar system and the LLVM backend of our metaprogramming language use LLVM library v10.0.0, the latest version at the time of writing. Since all algorithms we used are deterministic and single-threaded, we pin each benchmark to a fixed CPU and report the best execution time out of 10 runs, to reduce noise as much as possible. We measured execution times with the `clock_gettime()` Linux high resolution clock API. LLVM has an additional fixed startup cost of about 1 ms when compiling a module. Therefore, for microbenchmarks where the modules are small, we amortized out that cost by cloning the function 100 times and report 1/100 of total code generation time, to reflect the true time LLVM spent generating code.

We implemented three microbenchmarks and eight relational queries from the standard TPC-H database management system benchmark suite [46]. We generate the TPC-H benchmark database using the official generator `dbgen`, a typical size of the database partition assigned to each CPU when TPC-H is used to benchmark a distributed database [13, 29]. To emphasize how LLVM optimization levels and interpreters compare to copy-and-patch, we report their startup and execution times normalized to multiples of copy-and-patch. We report the absolute running time for every experiment in Appendix C in the supplemental material.

6.2 Startup–Execution Time Pareto Frontier

We explore the startup–execution time Pareto frontier of several approaches to online code generation. The Pareto frontiers are the set of Pareto efficient points for which no gain can be had in startup time without giving up some execution time and vice versa. We compare copy-and-patch (C&P) to the LLVM compilation levels -O0, -O1, -O2, and -O3. We also include the Peloton interpreter [21] from the query execution engine of the Peloton database management system [30, 37]. It interprets a subset of the LLVM IR, but this IR is low-level and leads to high interpretation cost. Therefore, to get a better baseline for interpretation, we developed a higher-level AST Interpreter that runs approximately 1.5× faster than Peloton’s interpreter.

We used these systems to prepare and execute three microbenchmarks and recorded their startup time and execution time on synthetic input. The microbenchmarks include a function to compute Fibonacci numbers (Figure 7a), an implementation of Euler’s sieve [15], and an implementation of quicksort. The Fibonacci function is small with two recursive calls, so it demonstrates the efficiency of the generated code across calls. Euler’s sieve is heavy on arithmetic
and demonstrates the efficiency of generated code across compute stencils. And quicksort is a mix of these traits.

The C&P technique moves the Pareto frontier of the three microbenchmarks, effectively rendering both -O0 compilation and interpretation obsolete. Figure 10 plots the startup time of each approach against the execution time for the three microbenchmarks. LLVM -O2 and -O3 have the same startup and execution times, so we show only LLVM -O2. All times are normalized to multiples of C&P. In all three cases, LLVM -O0 compilation falls behind the Pareto frontier, meaning C&P is a strictly better choice. The AST interpreter generally has a lower startup cost than C&P, but in both cases the cost is negligible (1 µs vs 1–3 µs) compared to all but trivial program executions. We therefore posit that using the copy-and-patch technique is preferable to interpreters in metaprogramming systems. Moreover, the Pareto frontier line between C&P and LLVM -O1 is steep, meaning the improved execution performance comes at a high compilation cost. For example, for Euler’s sieve, a 1442× higher compilation cost yields only a 24% execution performance gain. This decreases the number of applications that benefit from optimizing compilation, and it should therefore be reserved for functions that will be run for a significant period of time.

Finally, we measured the startup and execution time of the microbenchmarks implemented in Java, using OpenJDK 11’s Java bytecode interpreter [4] and HotSpot JIT [35]. This compares C&P to an industry-strength interpreter and JIT. We note that this is not an apple-to-apple comparison, since Java has the advantage of working on pre-compiled and pre-optimized bytecode, instead of a high-level AST generated at runtime. Nevertheless, the Java bytecode interpreter’s execution time is 4.4×–30× slower than C&P. The HotSpot JIT’s compilation time, measured with JITWatch [32], is 0.6–1.2 times LLVM -O3, while its execution time is 1.2–1.7 times LLVM -O3. Thus, the conclusion of our comparison between C&P and LLVM holds for Hotspot JIT as well.

6.3 TPC-H Performance

We demonstrate the performance of the copy-and-patch algorithm by comparing it to the LLVM compiler and our AST interpreter on eight query benchmarks from the standard TPC-H collection [46], which are indicative of real-world metaprogramming targets. We implemented a small database query compiler similar to Hyper [31] and MemSQL [28], using our metaprogramming system built on top of copy-and-patch to compile query plans to executable code. Our compiler supports most of the important SQL execution plan nodes, including table scan, filter, hash join, projection, aggregation, group-by, order-by, and a number of SQL scalar operators. While the execution plan nodes we implemented should be sufficient to execute most of the TPC-H queries, many queries require complicated rewriting to yield a reasonable plan, which is unrelated to the point of our evaluation. We therefore implemented those 8 TPC-H queries whose execution plans follow directly from the query text.

Our implementation is simple, with only 600 lines of code generation logic. Industry database management systems, including MemSQL [28] and PostgreSQL [40], generate much more code to support the complexities required by a real-world database. These complexities include SQL-specific semantics (e.g. null-related behavior, collations), transaction semantics, more complex data structure and execution strategy, larger-than-RAM datasets, parallel and distributed execution, and more. As a result, measured with the MemSQL product trial, those queries take 4.8×–52× (average 16.4×) longer to compile than our query compiler using LLVM -O3, and compilation can take up to 4.5 seconds, making compilation time a concern.

Comparison to LLVM Compilation. We demonstrate the performance of copy-and-patch compared to LLVM on TPC-H benchmark queries. We build ASTs from query plans using our metaprogramming system and lower them to binary code with copy-and-patch and LLVM at each optimization level. Figure 11 (left) shows the compilation time of each LLVM

---

**Figure 10.** The Pareto frontier of LLVM’s compilation levels, C&P, and interpreters on three microbenchmarks. C&P dominates the LLVM -O0 optimization level: it produces better code in two orders of magnitude less time. C&P also replaces interpretation in practice: both have negligible startup overhead, but C&P’s generated code runs an order of magnitude faster.
optimization level and Figure 11 (right) shows the execution time of the resulting code, both normalized to multiples of copy-and-patch. LLVM -O0 takes two order of magnitude more time to compile and produces less performant code. The other LLVM optimization levels take about three orders of magnitude more time to compile (936–1377×), but produces 4%–40% better performing code (the average and median for -O3 are both 26%). This shows that the results from Section 6.2 hold for realistic code in a metaprogramming system. Copy-and-Patch dominates LLVM -O6, and there are fewer cases that are beneficial to compile at a higher optimization level. While higher optimization levels used to make sense when the average 84% speedup over -O6 could amortize a 10.5× average increase in compilation time, with copy-and-patch a smaller 26% speedup must amortize an average 1219× increase in compilation time. For example, TPC-H Q5 compiles in 0.25 s with LLVM -O3 in our compiler, and the resulting code performs 4% better than copy-and-patch. To pay back the cost of the 1106× compilation time increase over copy-and-patch, the query would need to run for 66.7 s. On the TPC-H data set, however, the query finished execution in less than 0.1 s. Furthermore, in an industry-strength database, compilation would take several times longer, but execution would likely be faster due to better-engineered execution strategies, rendering the gap even larger.

Comparison to AST Interpretation. The copy-and-patch algorithm outperforms our AST interpreter on the TPC-H benchmarks by an order of magnitude, as shown in Figure 12 (right). As shown in Figure 12 (left), the startup overhead of C&P is two–three times higher than the interpreter, but both are so small that they are negligible: in most cases it takes longer to construct the AST. For example, it takes copy-and-patch 225 µs to generate code for TPC-H Q5, but constructing the AST from query plan already takes 260 µs. And it takes the interpreter 1.15 s to execute it. Thus, copy-and-patch essentially completely replaces interpreters for database query execution.

Figure 11. Normalized startup times (left) and execution times (right), as multiples of C&P, of code generated by the LLVM optimization levels across the TPC-H queries. C&P generates code two orders of magnitude faster (up to 267×) than LLVM -O0 and three orders of magnitude (up to 1384×) faster than the other LLVM optimization levels. The resulting code performs on average 15% better than LLVM -O0, 24% slower than LLVM -O1, 27% slower than LLVM -O2, and 26% slower than LLVM -O3.

Figure 12. Normalized startup times (left) and execution times (right) of the AST interpreter across the TPC-H queries, as multiples of C&P. Although the interpreter requires less than half the preprocessing work of C&P, this cost is negligible since it takes longer to construct the AST. Moreover, the interpreter executes 6–36 times slower than C&P.

6.4 Copy-and-Patch Scalability

The copy-and-patch algorithm is linear and requires only two traversals of the AST and one traversal of the CPS call graph. Compilers like LLVM, on the other hand, contain non-linear algorithms. Figure 13 shows how the LLVM optimization levels scale as the input program size grows, on a synthetic function containing a sequence of statements that increment a variable by another variable. The performance of LLVM -O0 becomes bogged down in instruction selection, while the higher optimization levels spend their time collapsing the increments into a single resulting statement. In both cases, however, LLVM compilation is increasingly slow compared to copy-and-patch as the source code size increases.

6.5 Copy-and-Patch Optimization Breakdown

Copy-and-Patch employs several optimizations to produce fast code. Figure 14 shows the impact of these optimizations on the three microbenchmarks as a stacked bar graph. The runtimes are normalized so that unoptimized C&P is at one. The blue bars show the runtime of the optimized versions, and each bar stacked on top shows the runtime added by removing one optimization. The largest gain comes from the core of the C&P technique, which generates specialized
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Figure 13. The normalized startup time of C&P and LLVM optimization levels as the size of the input program increases. To demonstrate scalability, the time it took each algorithm to compile 10k statements is normalized to 1, so perfect scaling line would end at y-axis 80. C&P scales near-linearly (ending at y-axis 98), while the other lines show worse scalability.

Figure 14. Normalized microbenchmark running times with optimized C&P in dark blue. Each bar on top of that shows the running time added by removing each optimization.

AST node implementations with direct branch instructions and directly-embedded runtime constants, yielding a 5.5x to 17.2x speedup compared with an interpreter. Inside C&P, jump removal and light-weight register allocation accounts for the bulk of the runtime saved through optimization. The Sieve benchmark also benefits from the super-nodes, because it is more dominated by memory accesses and arithmetic expressions than the other benchmarks. Finally, a few low-level optimizations, such as instruction block aligning, account for the last part of the optimization gains.

6.6 Other Costs and Metrics

The AST in our implementation consists of 25 types of nodes that implement the statements and expressions of an imperative language with some object-oriented capabilities.

The stencil library consists of 831 stencils and is constructed at library installation time in 14 min using 6 threads. The code and data in the stencil library consume 17.5 MB of memory at runtime. In contrast, the LLVM library consumes 22.8 MB of memory at runtime in our build. The numbers are measured by computing the total size of symbols belonging to the respective library (whose names start with llvm::: and stencil::: respectively), using the nm Linux command.

Finally, adding an AST node requires adding a stencil generator, but the required effort is modest. For example, adding a new generator for an add operator with SQL overflow semantics takes 82 lines of code, 17 of which are new logic, while the rest are boilerplate copied from other generators.

7 Related Work

We compare the copy-and-patch algorithm and our MetaVar system with work in four areas: interpreters and JIT compilers that our copy-and-patch approach may improve; runtime assemblers that generate machine code from assembly code at runtime; staged compilation that generates binary code by symbolically executing an interpreter; and build-time code library generation approaches that contrast to MetaVar.

Interpreter Optimizations

Continuation-passing style [43], which is similar to threaded code [1], is the technique we use to weave together the control flow of stencils. In this technique, control flow passes through an AST bottom-up, letting us convert calls to jumps.

Superinstruction [3, 41] is a well-known technique to reduce indirect jump overhead between interpreter opcodes. Our super-node is similar to superinstruction; but in our use case, since unnecessary jumps between opcodes are already eliminated, super-node is only a relatively minor optimization to improve the quality of generated code.

The idea of concatenating binary snippets to form super-instructions and remove tail calls is used in [38] and [11]. Neither paper supported patching the binary code to burn in literals, stack offset, and jump addresses, however; so their technique only works if the binary code can be concatenated without modification. This implies all jumps and calls are still indirect, and all constants must be retrieved from memory. Also, since they hand-implement every operation, they must hand-pick a few super-instructions for common operations. In contrast, our system automatically generates 98,831 implementations, burn in values, and turns all jumps and calls direct. Finally, they lack a register allocation scheme, so the burden of managing registers is pushed to the user that generates the input programs.

The idea of using external variables to locate holes to burn in runtime constants is used in [33]. Their technique is more verbose than ours, yet only works for statically known application logic and thus cannot be used in our use case where the logic is generated at runtime.

Runtime Assemblers

The desire to keep the low overhead and portability of interpreters without sacrificing performance has led to a hybrid approach where high-level languages are pre-compiled.
to low-level bytecode, defined here as virtual and portable assembly code. The Java bytecode [23] is a famous example. To avoid interpretation overhead, the bytecode is assembled to machine code at runtime. VCODE [9] proposed to use a library of hand-written platform-specific instruction implementations to speed up the assembling process, and this approach was also followed in AsmJIT [20], DynASM for Lua [36], and as a case study in Terra [8]. The DCG system [10] also attempts greedy register allocation, but only works under the unrealistic assumption that no spilling is ever needed. It also runs 35 times slower than VCODE [9]. However, these assemblers do not solve the most costly problems of lowering a high-level program to machine code, which are optimization, assembly instruction selection, and register allocation. In contrast, the copy-and-patch approach lowers high-level language constructs to machine code, by copying automatically generated binary code snippets, and then patching them together by rewriting values. The benefit of our approach is reflected in both engineering cost and performance. By offloading all low-level and architecture-specific details to Clang, we avoid the prohibitively high engineering cost of re-inventing the big wheel of target-optimized instruction selection and assembling for every architecture\(^1\), and is automatically portable to any architecture supported by LLVM. Furthermore, copy-and-patch pushes the CPU cost of register allocation, instruction selection and assembling to library build time. At runtime, it only copies pre-built chunks of instructions, which is clearly faster than doing register allocation and then selecting and assembling each machine instruction. Finally, its input is an AST for high-level language constructs, which removes the user’s burden to lower high-level language to assembly, and is more extensible to add new domain-specific sophisticated AST node types.

### 8 Conclusion

Copy-and-Patch code generation moves the Pareto startup-execution trade-off frontier by dominating LLVM -O0 compilation and traditional interpreters. It replaces -O0 through two orders of magnitude faster code generation and faster generated code. And it replaces interpreters as both have negligible startup overhead, while code generated by copy-and-patch runs an order of magnitude faster.

We envision copy-and-patch being used in interpreters for high-level languages and in metaprogramming systems where compile times are important. For example, it can be used in the query compilers that are becoming ubiquitous in database management systems. In these systems, it will alleviate the tension between spending time to compile a query that may only execute once and interpreting another query that ends up executing for a long time.

The copy-and-patch algorithm and the stencil generator library are also extensible by design. New AST nodes can be added by users seeking better performance for a new, perhaps domain-specific, language construct. And new supernode stencil generators can be added that implement several AST nodes, thus allowing Clang to better optimize them using sophisticated instructions on modern architectures. The type system of the AST can also be expanded in future work to include vector types to target vectorized instructions.

\(^1\) As an example, x86-64 has 3684 different machine instructions [18], orders of magnitude more than the 20th-century RISC CPUs targeted by [10] or [9].
believe extensions of the copy-and-patch algorithm can fill in more points along the Pareto frontier, between optimizing compilers and interpreters.
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