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Writing highly performant simulations requires a lot of human effort to
optimize for an increasingly diverse set of hardware platforms, such as
multi-core CPUs, GPUs, and distributed machines. Since these optimiza-
tions cut across both the design of geometric data structures and numerical
linear algebra, code reusability and portability is frequently sacrificed for
performance.

We believe the key to make simulation programmers more productive
at developing portable and performant code is to introduce new linguis-
tic abstractions, as in rendering and image processing. In this perspective,
we distill the core ideas from our two languages, Ebb and Simit, that are
published in this journal.
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Simulations are complicated, performance-critical applications that
combine sophisticated computer science data structures with ad-
vanced mathematical computation. Best practice suggests us-
ing optimized linear algebra libraries, yet programmers of high-
performance simulations invariably abandon this ideal in order to
optimize computation around application data structures. Getting
good performance requires a lot of human effort to manage data
layout, vectorize, and parallelize code. And the situation is getting
worse. High-performance systems in the near future will need to
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support concurrent execution on GPUs, multicore CPUs, a host of
new architectures, and across distributed systems.

In response to similar trends, graphics researchers have proposed
new programming languages to manage and abstract away from
hardware complexity. Renderman [Upstill 1989], GPU Shading
Languages, Cuda [Nvidia 2008], and more recently Halide [Ragan-
Kelley et al. 2013] and Darkroom [Hegarty et al. 2014] are excellent
examples. These languages promise considerable reductions in
programmer effort, as reflected both by the amount of code that
must be written and the degree to which programmers must opti-
mize for specific hardware. We believe simulation is now primed
to move to such programming languages. Although simulation is a
complicated domain, we are starting to understand how to represent
a large class of simulations with simple, general, and flexible high
level programming language concepts built on solid foundations.
We believe the ideas behind the relational algebra and modern
databases have direct relevance to simulation, and we expect to see
similar benefits to those the database community has accrued.

In these proceedings, two such languages are presented:
Ebb [Bernstein et al. 2016] and Simit [Kjolstad et al. 2016]. These
languages were developed independently by two separate groups
centered at Stanford and MIT, and we believe they are first steps
in a larger roadmap. We will let the articles speak for themselves
on the strengths of their different operators and data structures.
However, we encourage readers to note the common foundations
we will lay out and join us in exploring a fascinating new research
direction.

Linguistic Abstractions

Traditionally, stand-alone languages were developed for specific
domains (e.g., MATLAB [2014] and Renderman). More recently,
languages such as Halide and shading languages have been provided
as libraries with language semantics and compiler support (some-
times called embedded languages). Ebb and Simit are also libraries
with language semantics, which enable them to simultaneously in-
crease performance and productivity while also being portable. The
availability of the LLVM compiler infrastructure has dramatically
reduced the cost of developing such libraries, and for users they
offer a similar experience to using traditional libraries. We believe
this design provides a much more direct path to adoption, and simu-
lation packages can be built on top of such libraries to get the above
benefits.

This is a broader trend in computer science. Ebb and Simit share
ideas and structure with languages developed in other fields. Graph
processing frameworks for big data (e.g., GraphLab [Low et al.
2010] and Ligra [Shun and Blelloch 2013]) use graph data models,
and machine learning frameworks (e.g., Tensorflow [Abadi et al.
2016] and Torch [Collobert et al. 2016]) provide multidimensional
arrays and mathematical operators. Perhaps most interestingly, these
languages, as well as Simit and Ebb, draw on a rich history of
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data-parallel programming exemplified by SQL and the relational
algebra in databases [Codd 1970].

Ebb and Simit

Ebb and Simit are both inspired by the database literature, represent-
ing mesh data as interconnected sets, operated on by set-at-a-time
operators (e.g., Ebb’s kernels and Simit’s assembly and global linear
algebra). This captures the abundant data parallelism in simulation
programs. Furthermore, the use of set relationships, interpreted as
relational keys or edge sets, exposes locality in the simulation data
that can be used to efficiently operate on it in parallel. While the
two languages differ on the manifestation of these ideas, we are in
strong agreement about the value of these abstractions.

Besides data abstractions, the two systems make a number of sim-
ilar implementation choices. Both demonstrate performance porta-
bility with initial CPU and GPU implementations, encode irregular
sparse matrices using the block compressed row storage format,
and achieve competitive performance to hand-tuned code despite
not yet having put much effort into performance engineering (e.g.,
no vectorization and no multithreading). Further, both systems are
packaged as libraries with online compilers, allowing them to be
mixed freely with other libraries and code (e.g., collision detection
libraries). In addition, both languages provide support for calling
out to external libraries written in C/C++ during execution (e.g.,
external solvers). As a result, both systems can be readily incor-
porated into existing simulation software, such as libraries used in
game development, special effects, and engineering.

However, Ebb and Simit exploit different points in the design
space of simulation languages. This results in simulations written
in the two languages adopting different architectures and different
divisions of responsibility between programmers and the compiler.
On the one hand, Ebb is focused on the description of a wide
variety of data structures out of primitives with high-performance
guarantees. This leads to a user programmable geometric domain
library layer, which does not exist in Simit. On the other hand, Simit
is focused on the local/global distinction between local assembly
kernels and high-performance global linear algebra. This leads to a
global linear algebra language, which does not exist in Ebb.

These distinctions create different optimization opportunities and
stories for Ebb and Simit. Simit’s global linear algebra model im-
mediately presents opportunities for a compiler to fuse, reorder and
otherwise automate the optimization of linear algebra. While simi-
lar automatic transformations may be possible in Ebb, they will be
challenging to discover and reason about in the kernel language.
Ebb’s data modeling primitives let programmers carefully control
and optimize data representations inside domain libraries. While
Simit may be able to expose similar controls to programmers, it
will be challenging to ensure that such controls interact well with
Simit’s linear algebra representation and optimization.

Conclusion

The programming models presented in these articles are two early
steps that explore some of what we believe are the most promising
directions for future simulation application development. They are
far from the last word on the subject. And with increasing complex-
ity and diversity in parallel hardware, we expect the need for similar
or complementary linguistic abstractions to only increase.

This vision of languages for writing simulations requires more
tools, support for a broader range of computational patterns, opti-
mizations and parallel machines. More research is needed:
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(1) As more computation moves into low-cost data centers, the
ability to cheaply port and scale simulations to distributed ma-
chines will become more important.

(2) Global operations like linear algebra expose new opportunities
for code optimization.

(3) Abstracting data storage exposes new opportunities and choices
for whole program layout optimization.

(4) New linguistic and computational strategies are needed
to portably express, parallelize, and execute costly sub-
computations like adaptive remeshing, collision detection, and
solvers, or else these quickly become bottlenecks.

(5) Simulation languages open up new opportunities for trans-
parent fault tolerance schemes based on job replication or
recomputation.

(6) Simulation languages create the opportunity to diagnose and
fix performance and correctness problems in new and powerful
ways.

(7) High-performance simulation libraries/systems are frequently
forced to trade off between good software engineering and
performance; new languages for writing these systems present
opportunities to revisit these trade-offs.

With these challenges addressed, we envision the adoption of
new programming languages that enable programmers to create
efficient, portable, and modular multiphysics simulations.
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